HW 5: Learning Theory Il (580.692)

Instructor: René Vidal, Office: 308B Clark, E-mailzidal@cis.jhu.edu
Grader: Atiyeh Ghoreyshi. Office: 319 Clark, E-mati@cis.jhu.edu

Due 10/19/06 beginning of the class

1. Read Chapter 4 of GPCA book. Gohttp.//www.vision.jhu.edu/gpcabookhd submit all the typos you find
as well as suggestions you may have to improve the qualitioaneadability of the materialvou will receive

credit for each interesting typo or suggestion you submit.

2. Mixturesof PPCA
Letz € RP,y € R?ande € R, d < D, be random variables related by the generative medely+Uy+e,
where the parameters of the model are the meanR” and the subspace bagisc R”*<, Assume further
thaty ~ N(0,1), e ~ N(0,02I) and thaty ande are independent.

(a) Is it necessary to assurbie U = I? Why yes, or why no?

(b) Derive the E and M steps of the Expectation Maximizatilgoathm with ¢y as a latent variable to obtain
estimates of the parametgisU ando from given measuremenf:; } Y.

(c) Show that the measuremetits; } ¥ | are conditionally independent, givég, } ¥, and thate ~ N (u, )
with ¥ = UU " + o021. Derive an algorithm for estimating andX. from {;}¥ ;, andU ando from X.

(d) Assume now that is drawn from a mixture of: models of the forme = p; + U;y,; + €; with mixing
proportionsr;, where}~"_, 7; = 1. As before, assume that, ~ N(0,1), €; ~ N(0,0%1) andy;
ande; are independent for ajl = 1, ..., n. Derive the equations of the EM algorithm for estimating the
parameters of the mixture model from data poifits} 2 ;.

3. Moreon Central Clustering and I mage Segmentation
(a) Consider th@ol ysegnent algorithm for clustering data iR (Algorithm 4.1, page 62 of GPCA book).

Show that the least squares solution for the vector of coeffisc = (¢, c2,...,c,) " € R™is
BE(x?2?) E(@®3) ... B )] B(z2n1)
E(g2n—3 E(z?"?)
( . : , . ; : (1)
E(mnfl) E(.’I)niQ) .. 1 E(:B")

whereE(z%) = L SV 2* is the kth moment of the point$x;} Y. Show also that when = 2 the

K2

roots ofp(x) = x? + c1x + ¢ (the cluster centers) are always real. Can you extend ysuttt®n > 2?

(b) Prove as rigorously as you can that= min{j : rank'V';) = j}, i.e. formula 4.4 in GPCA book. The
rigorous proof involves using Hilbert’ Nullstellensatzhigh you can find in Appendix B of GPCA book.
(c) Implement thgol ysegnent algorithm. The format of the function must be
Function [ neans, group] = pol ysegnent ( x, n)
Parameters
X D x N matrix whose columns are the data points with= 1 or D = 2
n number of groups

Returned values
mean D x n matrix whose columns are the cluster centers

group 1 x N vector with group membership of each point
Description
Computes the clustering of points using polysegment.




(d) Use your script from HWA4 to generates datdRif distributed according to a mixture of two Gaussians
with means(—2, —2) and (2,2), and common variancel. Assume that the mixing proportions are
m = o = 1/2. Plot the mean number of iterations and the mean error instiation of the means as a
function ofo for o = 0. 1: 0. 1: 1 for 1,000 realizations of 200 points for the following algbms: Pol-
ysegment, Kmeans randomly initialized, EM randomly itiitiad, EM initialized with Kmeans. Compare
your results. What are the advantages disadvantages oa&gmiithm?

(e) Usepol ysegment ,knmeans andEMto segment the images on the course webpageOU$e(n-1): 1
as then initial cluster centers fokmeans andEM Compare your results. What are the advantages disad-

vantages of each algorithm?

. Line Clustering
Using the formulac = U,y + B;s wherey ~ N(0,0,%I) ands ~ N(0,0;21), with U; = [1,0]7, Uy =
[cos(),sin(0)] ", By = [0,1]7, By = [—sin(0),cos(d)]", o, = 10, 01 = o2 = .5, andf = 0: 15: 90,

randomly generate 7 datasets containing 1000 points eaglesponding to different values 6f.

(a) For each dataset, use classical EM to segment the datis pdb 2 groups.
(b) For each dataset, upel ysegnent adapted for line clustering to cluster the data points.

(c) Plotthe percentage of incorrectly classified points fmation ofd for each one of the two methods and
comment your results.

. A closed form solution to two hyperplane clustering
Letp(x) = ¢ va(z) = (b, )(b, ) be the polynomial whose zero set is the union of two hypegsanR ”
with normal vectord; andbs.

(a) Show thap(z) = T Max whereM = b;b] + byb] € RP*D,
(b) Write M as an explicit function o&. For example, ifD = 3, then
201 Co C3
M = Co 204 Cs (2)
C3 Cs 266
wherec = (c1, o, ¢3, ¢4, ¢5, ¢g) IS the vector of coefficients.

(c) LetM = UAU ! be the eigenvalue decomposition/af, wherelU € SO(3) andA diagonal with)\; >
A2 > -+ Ap. Show thatV/ is of rank 2, with eigenvaluel; > 0, A2 < 0andX; =0, =3,4,,...,D.

(d) Show that the normal vectors can be obtained (up to a faetier) as:

(b1 by] =[Uq Uo] [\/\/_% _\/‘/i—l_h] : ®3)



